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Abstract. This paper explores two simple and efficient pre-pruning
strategies for the cost-sensitive decision tree algorithm to avoid over-
fitting. One is to limit the cost-sensitive decision trees to a depth of two.
The other is to prune the trees with a pre-specified threshold. Empirical
study shows that, compared to the error-based tree algorithm C4.5 and
several other cost-sensitive tree algorithms, the new cost-sensitive deci-
sion trees with pre-pruning are more efficient and perform well on most
UCI data sets.

1 Introduction

For most previous research on classification, the main goal is to develop algo-
rithms that minimize the number of errors on previously unseen examples. This
is valid only when the costs of different errors are equal. In many real-world
applications, however, it is far from the case. For example, in medical diagnosis,
the errors for diagnosing someone as healthy carries a very high cost when that
person in fact has a life-threatening disease, compared to the cost from mistak-
enly diagnosing a healthy one as having the disease. Cost sensitive classification
deals with such cases where misclassification costs are not equal.

Generally, there are three main types of strategies for cost sensitive clas-
sification, implemented by manipulating one of the three components respec-
tively: the train data, the learning algorithm, and the output of the learned
model [I]. Many approaches have been developed in the past few years in mak-
ing the traditional cost-insensitive classification algorithms cost-sensitive. For
example, [2], [B], [ discussed neural networks for cost-sensitive classification;
[B] and [6] worked on cost-sensitive evolutionary algorithm; [7] made support
vector machines sensitive to the cost; [§], [9] and [I0] focused on the ensem-
ble techniques such as bagging and boosting; decision tree algorithms, one of
the most popular machine learning techniques, have also been studied fo
cost-sensitivity.

Current research in cost-sensitive decision trees falls into two categories. The
first category is concerned with making the attribute splitting criterion
sensitive to cost [IIJT2IT3]. The other category develops new or modified prun-
ing algorithms to minimize the expected cost [T4J15]. In this paper, we pro-
pose two simple and efficient pre-pruning strategies for cost-sensitive decision
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trees to avoid overfitting. Compared to the classical error-based tree algorithm
C4.5 and several other cost-sensitive tree algorithms, our cost-sensitive deci-
sion trees with pre-pruning are more efficient and perform well on most UCI
data sets.

The rest of the paper is organized as follows. In section 2, we first review
unpruned cost-sensitive decision tree [13], which uses an attribute splitting cri-
terion for reducing the total cost including the misclassification cost and test
cost. Our new pre-pruning cost-sensitive trees are proposed after that. Then, we
present our experiment results in section 3. Finally, section 4 draws conclusions
and suggests future work.

2 Cost-Sensitive Decision Trees

2.1 Unpruned Cost Reduction Based Decision Tree

[13] proposes a new attribute splitting criterion for building cost-sensitive de-
cision trees by minimizing the sum of misclassification and test cost [16]. In
the decision tree building process, the algorithm directly chooses an attribute
that reduces and minimizes the total cost (the sum of the misclassification cost
and test cost) for the split, instead of choosing an attribute that minimizes the
entropy (as in C4.5).

Similar to the traditional error-based decision tree algorithms, this cost mini-
mization algorithm may have the deficiency of overfitting the training examples.
That is, when a decision tree is built, some branches may be built reflecting
anomalies in the train data due to noise or outliers, and this often leads to
good performance on the train data but bad on test data. Pre-pruning and
post-pruning are two typical methods to remove the least reliable branches and
genelillly result in faster and better classification ability for independent test
data

2.2 Cost-Sensitive Decision Trees with Pre-pruning

The algorithms we proposed in this paper are based on [I3], incorporating two
simple pre-pruning methods, described below.

2-Level Tree. With this approach, we just build the tree with no more than
2 levels. [I8] and [I9] have used similar approaches for error-based tree build-
ing, and shown that simpler trees often work quite well in many data sets. In
this paper, we use the same idea in the cost-sensitive tree building process. The

! [13]’s work includes both misclassification costs and attribute costs. Attribute costs
can act as a natural pruning mechanism, because an expensive attribute is unlikely
to be chosen to split the data further, unless there is a large gain in the reduction
of the misclassification cost. Nevertheless, overfitting could still happen, especially
when the attribute cost is small or zero (as we study here). [I7] incorporates post-
pruning in cost-sensitive decision trees.



Cost-Sensitive Decision Trees with Pre-pruning 173

empirical study in section 3 will show that indeed the simple approach works
quite well.

Threshold Pruning Tree. Another common approach for pre-pruning is im-
posing a pre-specified threshold on the splitting measure. Using cost reduction
alone, the unpruned tree [I3] would be expanded until the cost reduction is
smaller than or equal to 0. We set a threshold on the cost reduction to avoid
overfitting. We assume that the tree expansion is worthwhile only when the
cost reduction is greater than the sum of False Positive(FP) and False Nega-
tive(FN) cost (we assume that the cost of True Positive and True Negative is 0).
That is:
Threshold = FP + FN

For cost-sensitive trees with both pre-pruning methods, the following is used
to label leaves. If the cost reduction is 0 or negative (for the 2-level trees), or if
the cost reduction is less than the threshold (pre-specified threshold pruning), a
leaf node is formed, and it should be labeled as the class minimizing the expected
cost according to train data falling into the node. If no instance is falling into
a node, then a leaf is also formed labeled as the class minimizing the expected
cost of its parent node.

3 Empirical Study

3.1 Configuration

We conduct experiments on the new algorithms above and compare them against
the classical error-based algorithm C4.5 and cost-sensitive algorithms including

Table 1. UCI data sets used in the empirical study

Data set No. of attributes No. of examples Class distribution
Breast-cancer 9 277 196/81
Breast-w 9 699 458 /241
Colic 22 368 232/136
Credit-a 15 690 307/383
Credit-g 20 1000 700/300
Diabetes 8 768 500/268
Heart-statlog 13 270 150/120
Hepatitis 19 155 32/123
Tonosphere 34 351 126/225
Kv-vs-kp 36 3196 1669/1527
Labor 17 57 20/37
Sick 29 3772 3541/231
Sonar 60 208 97/111

Vote 16 435 267/168
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the original unpruned cost reduction tree [I3], weighting approach (with and
without minimum expected cost) [20] and MetaCost [9], all implemented in Weka
[21]. Only misclassification cost is considered in this paper (other types of cost
will be studied in the future work).

14 data sets from UCI Machine Learning Repository [22] are used in the
empirical study, all of which have discrete attributes and binary class without
missing values. Information on these data sets is tabulated in Table 1.

Five cost matrices are used on these UCI data sets to evaluate the effects of
different cost ratios. The costs of true positive and true negative are always set
as 0, while false positive is always set to 1, and false negative cost is set to be
2, 5, 10, 20 and 50. This makes the cost ratio as 2, 5, 10, 20 and 50, which is
supposed to show algorithms’ performance with different cost ratios.

Under each cost matrix, 10-fold cross validation is performed on each data set.
The experiment is repeated for 10 times and the average cost (total cost divided
by the size of the test data) is recorded in the final results. Two-tailed t-test
with a 95% confidence level is conducted to examine statistical significance.

3.2 Experiments Results

A total of 7 algorithms are compared; they are: pruned C4.5 labeled as “C4.5(P)”,
unpruned cost reduction tree [I3] labeled as “CR”, instance-weighting approach
(with and without minimum expected cost) [20] with C4.5 labeled as “C4.5cs-
mc”and “C4.5¢s”, MetaCost [9] with C4.5 labeled as “MetaCost”, the proposed
2-level tree labeled as “CR-2”, and the proposed threshold pruning tree labeled as
“CRPrune”. Table 2 lists the average misclassification cost, and Table 3 lists the
corresponding summary on the t-test. Each entry w/t/l in Table ?? means that
the algorithm at the corresponding row wins in w data sets, ties in ¢t data sets, and
loses in [ data sets, compared to the algorithm at the corresponding column. The
same notation is used in Table 5.

Table 2. Average misclassification cost on UCI data sets

Cost Ratio = 2
Data set C4.5(P) CR C4.5cs C4.5cs-me MetaCost CR-2 CRPrune
breast-cancer 0.046 0.047 0.050  0.048 0.047  0.047 0.047

breast-w 0.009 0.008 0.008  0.008 0.008 0.009 0.007
colic 0.026 0.029 0.027  0.027 0.026  0.029 0.029
credit-a 0.023 0.024 0.021 0.022 0.021  0.021 0.020
credit-g 0.045 0.047 0.042  0.043 0.042 0.042 0.040
diabetes 0.046 0.045 0.036  0.040 0.040 0.039 0.039
heart-statlog 0.032 0.046 0.030  0.032 0.033 0.041 0.040
hepatitis 0.026 0.035 0.025  0.027 0.023 0.027 0.028
ionosphere 0.015 0.014 0.014 0.014 0.013 0.018 0.012
kr-vs-kp 0.001 0.027 0.001 0.001 0.001 0.034 0.028
labor 0.018 0.024 0.013  0.015 0.018 0.018 0.026
sick 0.003 0.003 0.003  0.003 0.004 0.003 0.003
sonar 0.041 0.049 0.040  0.040 0.037 0.035 0.043

vote 0.006 0.006 0.006  0.006 0.006  0.006 0.006
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Table 2. (Continued)

Cost Ratio = 5
Data set C4.5(P) CR C4.5¢s C4.5¢s-me MetaCost CR-2 CRPrune
breast-cancer 0.110 0.094 0.083  0.076 0.074  0.068 0.068

breast-w 0.018 0.017 0.014  0.015 0.014 0.018 0.012
colic 0.058 0.050 0.050  0.052 0.053 0.048 0.045
credit-a 0.049 0.073 0.030  0.037 0.032 0.037 0.036
credit-g 0.099 0.087 0.062  0.068 0.065 0.060 0.063
diabetes 0.105 0.082 0.052  0.054 0.050 0.051 0.052
heart-statlog 0.066 0.106 0.051 0.054 0.052 0.065 0.063
hepatitis 0.047 0.060 0.021 0.026 0.025 0.026 0.021
ionosphere 0.022 0.027 0.012 0.019 0.015 0.019 0.015
kr-vs-kp 0.002 0.034 0.002  0.002 0.002 0.034 0.034
labor 0.027 0.041 0.023 0.014 0.018 0.016 0.019
sick 0.008 0.006 0.005  0.006 0.006 0.006 0.005
sonar 0.078 0.096 0.047  0.069 0.051 0.054 0.063
vote 0.011 0.009 0.009  0.010 0.010 0.009 0.009

Cost Ratio = 10
Data set C4.5(P) CR C4.5cs C4.5cs-me MetaCost CR-2 CRPrune
breast-cancer 0.216 0.181 0.072  0.075 0.071  0.069 0.071

breast-w 0.032 0.023 0.019  0.019 0.022 0.014 0.015
colic 0.112 0.139 0.076  0.076 0.068 0.081 0.080
credit-a 0.092 0.144 0.039  0.056 0.051  0.047 0.047
credit-g 0.189 0.099 0.068  0.088 0.073 0.074 0.070
diabetes 0.204 0.145 0.060  0.073 0.065 0.063 0.058
heart-statlog 0.123 0.197 0.064  0.076 0.065 0.070 0.057
hepatitis 0.083 0.108 0.021 0.026 0.021  0.034 0.021
ionosphere 0.033 0.048 0.025  0.025 0.016 0.022 0.014
kr-vs-kp 0.003 0.034 0.004  0.004 0.004 0.034 0.034
labor 0.042 0.072 0.035  0.016 0.021  0.019 0.035
sick 0.015 0.008 0.007  0.010 0.009  0.009 0.008
sonar 0.138 0.179 0.047  0.091 0.062 0.077 0.048
vote 0.020 0.015 0.019  0.017 0.015 0.016 0.015

Cost Ratio = 20
Data set C4.5(P) CR C4.5¢s C4.5¢s-me MetaCost CR-2 CRPrune
breast-cancer 0.427 0.346 0.071  0.080 0.071 0.084 0.077

breast-w 0.061 0.051 0.022  0.031 0.028 0.021  0.019
colic 0.218 0.262 0.066  0.085 0.064 0.088 0.070
credit-a 0.177 0.272 0.046  0.053 0.044 0.045 0.045
credit-g 0.368 0.137 0.074  0.104 0.070  0.075 0.070
diabetes 0.401 0.268 0.065  0.079 0.064 0.068 0.069
heart-statlog 0.237 0.365 0.056  0.100 0.060 0.082 0.056
hepatitis 0.154 0.204 0.021 0.032 0.021  0.052 0.021
ionosphere 0.056 0.087 0.025  0.039 0.018 0.027 0.018
kr-vs-kp 0.007 0.034 0.006  0.006 0.008 0.034 0.034
labor 0.072 0.135 0.035  0.019 0.019 0.026 0.035
sick 0.030 0.014 0.011 0.017 0.016 0.016 0.010
sonar 0.260 0.345 0.047  0.126 0.059  0.097 0.047

vote 0.039 0.029 0.025  0.031 0.027  0.030 0.027
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Table 2. (Continued)

Cost Ratio = 50
Data set C4.5(P) CR C4.5cs C4.5cs-me MetaCost CR-2 CRPrune
breast-cancer 1.062 0.895 0.071  0.094 0.071 0.136 0.071

breast-w 0.149 0.125 0.031  0.053 0.031  0.030 0.030
colic 0.538 0.632 0.063  0.121 0.063 0.133 0.063
credit-a 0.432 0.646 0.044  0.067 0.044 0.050 0.044
credit-g 0.906 0.255 0.070  0.159 0.070  0.082 0.070
diabetes 0.993 0.635 0.065  0.106 0.069 0.080 0.065
heart-statlog 0.579 0.882 0.056  0.172 0.063 0.121  0.056
hepatitis 0.367 0.490 0.021  0.050 0.021 0.104 0.021
ionosphere 0.126 0.206 0.036  0.080 0.019 0.044 0.018
kr-vs-kp 0.017 0.034 0.010  0.011 0.011  0.034 0.034
labor 0.161 0.325 0.035  0.030 0.019 0.047 0.035
sick 0.075 0.033 0.014  0.039 0.036  0.038 0.011
sonar 0.625 0.831 0.047  0.248 0.047  0.177 0.047
vote 0.095 0.073 0.057  0.107 0.083  0.088 0.080

Table 3. Summary of the t-test on average misclassification cost

CR C4.5(P) CR C4.5cs C4.5cs-mc MetaCost
2 CR-2  5/5/4 7/4/3 4/3/71 5/4/5  2/6/6
CRPrune 6/4/4 9/4/1 7/0/7 5/4/5  5/3/6
5 CR-2  10/3/1 9/5/0 4/2/8 6/5/3  4/5/5
CRPrune 12/1/1 12/2/0 3/6/5 8/3/3  7/3/4
10 CR2  13/0/1 11/2/1 4/3/7 8/5/1  4/5/5
CRPrune 12/1/1 11/3/0 4/7/3 10/2/2  7/4/3
20 CR-2  13/0/1 11/2/1 0/5/9 8/4/2  1/3/10
CRPrune 13/0/1 13/1/0 3/8/3 11/1/2  3/6/5
50 CR-2  12/1/1 11/1/20/3/11 8/3/3  0/3/11
CRPrune 12/1/1 12/2/02/10/2 12/1/1  2/10/2

Table 4 lists the average model training time (on a PC with Intel P4 3.0G
Hz CPU and 512M memory), and Table 5 lists the corresponding summary with
the t-test. As the cost ratio does not affect the model training time, we take only
one cost ratio (cost ratio = 10) for the result.

Table 4. Average model training time on UCI data sets

Data set C4.5(P) CR C4.5cs C4.5cs-me MetaCost CR-2 CRPrune
breast-cancer 0.004 0.005 0.004  0.005 0.046  0.003 0.002

breast-w 0.004 0.011 0.004  0.005 0.056  0.005 0.006
colic 0.011 0.013 0.011  0.010 0.095 0.004 0.005
credit-a 0.017 0.027 0.015  0.013 0.146  0.007 0.004
credit-g 0.043 0.017 0.043  0.038 0.378  0.008 0.006
diabetes 0.013 0.017 0.016  0.013 0.133  0.004 0.005

heart-statlog  0.006 0.008 0.007  0.005 0.062  0.002 0.001
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Table 4. (Continued)

hepatitis  0.003 0.003 0.003 0.003 0.032 0.004 0.001
ionosphere 0.009 0.016 0.013 0.010 0.104 0.007 0.009
kr-vs-kp  0.117 0.065 0.095 0.120 1.260 0.070 0.065

labor 0.002 0.001 0.001 0.001 0.013 0.001 0.000
sick 0.057 0.105 0.066 0.061 0.630 0.075 0.096
sonar 0.011 0.025 0.012 0.012 0.129 0.009 0.003
vote 0.005 0.005 0.005 0.005 0.057 0.003 0.004

Table 5. Summary of the t-test on model training time

C4.5(P) CR C4.5cs C4.5cs-mc MetaCost
CR-2  8/5/1 9/5/0 8/6/0 8/5/1  14/0/0
CRPrune 10/3/1 11/3/0 10/3/1 10/3/1  14/0/0

From the experiment results, several interesting observations can be made:

First, when the cost ratio is rather low (cost ratio = 2), CR-2 and CRPrune
perform better than CR: the w/t/l value on the average misclassification cost is
7/4/3 between CR-2 and CR, and 9/4/1 between CRPrune and CR. However,
they do not outperform other algorithms. In fact, no algorithm wins all the time
on all data sets; even cost-based algorithms do not always perform significantly
better than error-based algorithms. The low cost ratio makes the task similar
to error-based classification, where cost-sensitive approaches have no particular
advantage.

Second, when the cost ratio is high (cost ratio > 5), the proposed algorithms
significantly outperform C4.5, CR and even C4.5cs-mc. In addition, CRPrune
are comparable to C4.5¢cs and MetaCost, while CR-2 performs worse than them.

Third, the proposed new algorithms CR-2 and CRPrune are the definite win-
ner on the model training time compared with all other algorithms. Simplicity
and efficiency are certainly significant advantages of the proposed algorithms.

4 Conclusions and Future Work

This paper explores two simple and efficient pre-pruning strategies for the cost-
sensitive decision tree algorithm to avoid overfitting. One is to limit the cost-
sensitive decision trees to a depth of two. The other is to prune the trees with
a pre-specified threshold. Empirical study shows that, compared to the error-
based tree algorithm C4.5 and several other cost-sensitive tree algorithms, our
cost-sensitive decision trees with pre-pruning are more efficient and perform well
on most UCI data sets.

In the future, we plan to incorporate other pruning methods in our algorithms.
In addition, it is also valuable to extend our pre-pruning cost-sensitive trees to
include other types of cost.
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