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Abstract

In this paper, we present an iterative algorithm that
computes the camera path of long image sequences.
It consists in applying successive bundle adjustment
phases on different segments of the image sequence.
The local models thus obtained are merged together
into a common reference frame. The procedure is then
repeated on a new grouping of the cameras, until the
reconstruction error has reached a given error toler-
ance. The main objective is to ensure the scalability
of the reconstruction and the good convergence of the
bundle adjustment process by imposing a limit on the
number of views for which the structure and motion
parameters have to be simultaneously optimized. Er-
ror accumulation is also prevented by exploiting the
presence of loopbacks and intersections in the camera
path. We show results obtained over different camera
paths, in particular a spiral path and snake-like path.
Keywords: 3D Reconstruction, Bundle Adjust-
ment, Feature matching, Structure from motion.

1 Introduction

The estimation of camera position from image se-
quences is an important problem in computer vision.
Several pose estimation methods have been proposed
that most often deal with relatively short image se-
quences [8, 11, 16, 17]. This problem is generally
solved using a Bundle adjustment procedure that pro-
vides a true maximum likelihood estimation of 3D
pose and structure from observed data [10]. In short,
bundle adjustment is an iterative method that pro-
poses an optimized solution that minimizes the overall
error between the measured 2D feature points and the
projected 3D feature points. It does this by simulta-
neously adjusting the camera parameters and the 3D
scene structure as a bundle. It is a general method
that can be used to solve many reconstruction prob-

lems. Unfortunately, bundle adjustment has intrinsic
drawbacks [19, 10]: i) it requires a good initialization;
ii) it is a time-consuming process; and iii) it does not
always converge. These problems become severe when
dealing with long image sequences that contain hun-
dreds of images [1].

This paper proposes to compute the positions of a
moving camera in a long image sequences by first sep-
arating it into overlapping segments. Feature points
are detected in each frame and then matched across
the images of each segment. A 3D reconstruction
of the segments is obtained using bundle adjustment
which lead to an initial estimate of the entire image
sequence after registering all the segments. Next a
new partition is produced based on the relative posi-
tions among the reconstructed cameras. Matches are
extracted from the images in a group and are sent to
the bundle adjuster. Then the reconstructed groups
will be registered and a better reconstruction can be
found.

The main objective of the approach we proposed
is to ensure the scalability of the reconstruction and
the good convergence of the bundle adjustment pro-
cess by imposing a limit on the number of views for
which the structure and motion parameters have to be
simultaneously optimized. Indeed, the method does
not require a global bundle adjustment phase on the
full set of images. Such reconstruction scheme is how-
ever subject to error accumulation [4]. Drifting is here
prevented by exploiting the presence of loopbacks, in-
tersections and common field of views in the camera
path.

This paper is organized as follows. An overview
of bundle adjustment is given in Section 2. Section 3
explains the proposed approach to camera path recon-
struction from long image sequences. Section 4 shows
our experimental results on a spiral path and a snake-
like path. Section 5 is a conclusion.



2 Bundle Adjustment

Bundle adjustment is the process by which globally vi-
sually consistent solutions are found for the structure
and motion of a scene viewed by multiple cameras.
If an initial estimate of the structure and motion is
available, bundle adjustment is able to find a solution
with minimal errors for all 2-D, 3-D points and pro-
jection matrices. The bundle adjustment procedure
has been described by many authors [10, 6, 20]. The
problem is usually formulated as follows:

Given x;;, the i*" 2-D point of the j*" image, find
the maximum likelihood camera projection matrix P/j
and the maximum likelihood 3-D point X/ simultane-
ously such that the reprojected image point xgj is as
close as possible to the given image point x;;. In gen-
eral, the reprojected image point x;j is not identical
to the measured image point X;; because of the noise.
Bundle adjustment tries to minimize the overall er-
ror between the given 2-D points and the reprojected
points by adjusting all the camera projection matrices
and the 3-D points:

minZd(x;j , Xij)? = minZd(P9 XL x)?
0, 4,J

(1)
Bundle adjustment is an iterative process that con-
tinues until the final error tolerance is reached. In
practice, bundle adjustment, does not always return a
correct answer. It is a non-linear minimization process
and it relies heavily on the initial estimate of the cam-
era position and the 3-D scene points [19]. A bundle
adjustment method either diverges or return a wrong
estimation if the initial values were not close enough
to the real values.

Another issue is that bundle adjustment is compu-
tationally expensive due to the large number of input
frames and features [19]. It requires to solve of a very
large minimization problem [10].

Different approaches that deals with these issues
have been proposed.

2.1 Hierarchical Bundle Adjustment

The hierarchical bundle adjustment is somewhat like
a recursive algorithm where the original problem is re-
cursively separated into small pieces until each piece
can be easily solved. The solution will then be prop-
agated back to solve the entire problem.

Royer et al. [18] presented such a hierarchical bun-
dle adjustment. The original long image sequence is
recursively subdivided into two parts with two over-
lapping frames until there are only three frames in
each final segment. The initial estimate of the first
triplet was obtained by computing an essential ma-
trix. Making use of the overlappings, they deduce the
first two frames of the second triplet from the previ-
ous triplet. The pose estimation algorithm was used
to compute the third camera position. Local estima-

tions are done by running the bundle adjustment over
all the triplet frames. These triplet frames are then
merged and a global bundle adjustment is performed
to find the reconstruction.

Another hierarchical method was presented by
Shum et al. [19] from which the bundle adjustment
was exploited efficiently with virtual key frames.
First, they divide the sequence into small segments.
The first frame and the last frame within a segment
are used to solve the structure from motion prob-
lem, and all the in-between frames are interpolated
for the initialization. Bundle adjustment is applied on
the segments and partial 3-D reconstructions are ob-
tained. These partial reconstructions are then merged
and a final global bundle adjustment is then required
to optimize the results.

2.2 Incremental Bundle Adjustment

In their approach, Mouragnon et al. [15] run new bun-
dle adjustment phases whenever a new key frame and
3-D points are detected and added to the system.
Camera poses are obtained using the five-point rel-
ative pose algorithm, and 3-D points are obtained us-
ing the standard triangulation. Key frames are identi-
fied such that they are as far apart as possible and at
the same time have enough common correspondences.
New points are identified as those observed in the last
three key frames. These points are then added to the
system and a fresh bundle adjustment is performed to
minimize the overall errors.

Another incremental bundle adjustment approach
was proposed by Zhang and Shan [21] that applies a
sliding window on image triplets. The first two camera
motions are obtained using two-view structure from
motion techniques. The third camera motion is de-
termined by applying the three-view partial bundle
adjustment to the triplet. They used feature points
from both two views and three views within a triplet.
The window slides to the next image triplet when a
new frame is added, thus reconstructing the scene in-
crementally. This approach is especially suitable for
sparse image sequences where the difference between
consecutive images is quite large.

2.3 Degenerate Bundle Adjustment

Several degenerated bundle adjustment approaches
can also be found in the literatures. In [3], a rotation-
free bundle adjustment is proposed. The camera ro-
tation parameters were eliminated through algebraic
manipulation based on invariant theory. A new struc-
ture from motion equation is created that introduces
a rotation matrix free cost function for the bundle ad-
justment. A rotation-free bundle adjustment is more
robust to errors arising from the initial estimation and
this is especially useful for translational motions [9].
Malis and Bartoli [14] proposed an intrinsic free
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Figure 1: A block diagram of the proposed approach
to 3D path reconstruction.

bundle adjustment. They do not consider the un-
known camera internal parameters in the optimization
process. Instead, they proposed a bundle adjustment
approach that utilizes the camera external parame-
ters and the 3-D structure to parameterize the recon-
struction problem with no internal camera parameters
being considered.

3  Proposed Approach to Path
Reconstruction

We now introduce our approach for the 3-D camera
pose estimation from long image sequences. The goal
was to devise a scalable method that iteratively pro-
cesses a large number of images while at the same time
taking advantage of the loop backs among the images.
This path reconstruction approach is composed of two
major steps: i) camera segmentation and ii) camera
registration. The block diagram of Figure 1 illustrates
the proposed procedure.

In the segmentation step, the images of the se-
quence are divided into short overlapping groups.
Grouping is accomplished such that the images in a
group correspond to pictures of the scene taken from
nearby locations. Consequently, the disparity between
adjacent images of a group is relatively small, which
means that correspondences can be easily established.

However, at the same time, a sufficiently large baseline
must exist within the group in order to ensure that the
reconstruction process remains sufficiently accurate.

It is also necessary to have a significant amount
of overlap between the groups. The connected groups
must therefore share a certain number of common im-
ages. This redundancy will make possible to connect
the different groups together during the registration
step. Since the accuracy of the resulting representa-
tion partly depends on the level of overlap, the groups
are built to ensure that at least t% of the images in
a group are shared with at least one other group (we
used 50%).

The complete path of the sequence is therefore
reconstructed by iteratively processing each group,
merge the camera together through registration and
then re-group the camera set based on the new esti-
mated positional information.

3.1 Segmentation

In the segmentation process, the goal is to group to-
gether spatially neighboring cameras; however for the
first iteration, the pose of the cameras is unknown.
Consequently, the groups are initially built based on
the ordering of the image sequence. The assumption
is that the images have been taken in sequence while
moving the camera across the scene. As it will be
shown, this is sufficient to obtain an acceptable initial
estimate of the scene and to detect the potential loops
in the camera path.

To obtain the initial match set that will be used
by the bundle adjuster to reconstruct the scene, the
image sequence is processed following its natural or-
der. The resulting match set is sent to the bundle ad-
juster [5] to find camera positions as well as the 3-D
reconstruction. The reconstruction of all the segments
of the sequence is obtained the same way. Registra-
tion (see Sect. 3.2) is then required to merge these
segments to obtain an initial 3-D model.

The segmentation process will then have to be
repeated on the reconstructed cameras in order to
form new groups. This new grouping aims at taking
into consideration the possible loops in the camera se-
quence that connects together non-consecutive image
sub-sequences because of their spatial proximity. This
grouping is realized by using the available 3-D camera
pose estimates obtained from the previous iteration.

3.1.1 Camera grouping

The objective is to create a new partition of the cam-
eras, from their estimated spatial locations, such that
the full group set will be connected and that a good
level of overlap between the groups will be obtained.

We have N cameras Cq,--- ,Cy, and we want to
create a partition made of groups {G;}, each contain-
ing L cameras. Each camera must belong to at least
one group and, to ensure good overlap, at least t% of



the cameras in a group must belong to at least one
other group. To create these groups, we proceed by
iteratively adding cameras to the groups. To ensure
that these groups form compact clusters in which all
cameras are as close as possible to all other cameras
in the group, we proceed as follows. The distances
between an unassigned camera and all cameras in a
group are computed, and the maximum distance is
retained. This procedure is repeated for all the unas-
signed cameras and the one that has the minimum
maximum-distance is selected. This camera is indeed
the one that is the closest to its farthest group member
thus is the one that should produce the most compact
cluster. The complete grouping algorithm is given be-
low.

Grouping algorithm

1. Create two disjoint sets A and U, where A is
the assigned camera set and U is the ungrouped
camera set. Initially, set A to empty while U
contains all cameras to be processed.

2. Start with n = 1, randomly selected an image
from U as the starting point; the corresponding
camera C' is assigned to G,, added to A and
removed from U.

3. For each C; in U find dy44(Ci, Gy) by comput-
ing the distance between C; and all cameras in

Gr, where dpas(Ci, Gn) = max d(C;, Cy).
C,eGy

4. Get C,,iy, that is the camera with the smallest

dmaz(Ci, Gp). Cpin is assigned to G,,, added to
A and removed from U.

5. Repeat step 3 and step 4 until the group size is
reached or U = (); then n =n + 1.

6. For each C; in U find dr(C;, A) with T = tK
(e.g. with t = 50%, T = K/2). dr(C;, A) is
defined as the distance between camera C; and
its T*" nearest neighbor in A.

7. Get ()i, that is the camera with the smallest
dr(Ci, A). Cpin is assigned to G,,, added to A
and removed from U.

8. Get the T closest camera to C,,;, in A. All these
cameras are assigned to G,. (They constitute
the overlapping cameras in the group G,). Go
to step 3.

3.1.2 Multi-view correspondence

Once the groups formed, valid correspondences within
each group must be found. Since a group is gen-
erally made of distinct image sub-sequences, some
correspondences have already been established from

the previous step. The sub-sequences are then con-
nected together using a multi-view correspondence
strategy [16].

Fundamental matrices are computed from the
matches between all possible pairs. For a K-image
group, a total of K (K — 1) fundamental matrices will
be found. Those matches that can generate valid
fundamental matrices are kept and they are the sup-
port pair sets. Trilinear tensors are to be computed
from the support pair sets and we expect a total of
K(K —1)(K —2) tensors. Again, those matches that
can generate valid trilinear tensors are kept and they
are the support triplet sets. Finally we chain the triple
sets and a list of the correspondences from all the im-
ages in the group are obtained.

To obtain the initial match set that will be used by
the bundle adjuster to reconstruct the scene, the im-
age sequence is processed following its natural order.
First the Scale Invariant Feature Transform (SIFT)
features [13] are extracted. Then a RANdom SAmple
Consensus RANSAC [7] strategy based on both fun-
damental matrix and tensor estimations is used to find
reliable correspondences between images [10]. The re-
sulting triplets of matches are then chained together
across the sequence segment to get multi-view corre-
spondences. These steps can be performed with the
help of the Projective Vision Toolkit(PVT) [17]. In or-
der to stabilize the result, a fixed number of features
are returned using an automatically selected thresh-
old. Dealing with false matches is also an important
issue in any correspondence process. The original
matches must pass a symmetry test and a consistency
test in order to reduce some false matches. The sym-
metry test requires that feature A in the first image
also has the largest correlation with feature B in the
second image. The consistency test examines the dis-
parity gradient [12] of the correspondences and keeps
only those correspondences with a disparity gradient
less than a certain amount.

3.1.3 Reliable bundle adjustment

The automatic correspondence method produces more
matches than the bundle adjustment requires. The
match set is therefore subsampled by a factor of 2
and then sent to the bundle adjuster for testing. If no
convergence to a solution with a sufficiently large sup-
port is found, then the match set is further subsam-
pled by another factor of 2. This process is repeated
until one of the subsampled set converges with good
support. As the original match set is expected to con-
tain very few false matches, two pass of subsampling
are generally sufficient to obtain good convergence. It
also has been observed that the bundle adjuster has a
better stability when it starts with a smaller number
of matches, with more matches being added as the
solution improves in accuracy.

Feature points that are matched over a large num-



ber of images are also preferable for the estimation
of the global 3-D structure of a group. We therefore
scan the matches list and keep only those matches
that exist in more than a certain number of images.

3.2 Registration

Registration is the process by which two adjacent 3-D
reconstructions of points are merged into a single ref-
erence frame. This is possible because adjacent groups
always exhibit a high degree of overlap. The registra-
tion process consists in finding the similarity trans-
form that will bring two corresponding 3-D points and
3-D camera positions to the same location. Although
registration on the overlapping 3-D points is possi-
ble, we found that it was more reliable to register the
groups based on camera positions only.

The relative position of a camera in a group G,
can be extracted from the normalized camera matrix
Q" = [R}T]"] obtained as a result of the bundle ad-
justment step. The i*" camera center as computed in
the reference frame of G,, is given by:

Cl = (R (=17 (2)

where (R?)T is the transpose of the matrix R?.

Since the segments are independent and they were
processed separately, the scaling factors in the recon-
structed segments are different. A consistent scaling
factor is required for all the segments before they are
registered. This is done by applying a scaling ratio on
each segment. The scaling ratio is computed as the
average ratio of the adjacent camera distances in the
first segment to the adjacent camera distances in the
second segment, as be shown below.

N-1

T d(c1, 01
—~ J(Ct, ,,CiH
SRj: i=0 (N]ill J+1) . (3)

where:
d(a,b) computes the distance between a and b;
SR; is the scaling ratio of the segment.

A maximum likelihood rotation and translation is
computed [2] in order to minimize

T
D22 =22 M08 — (B - (S CF) + T2 (4)

where R,,, is a 3 by 3 rotation matrix representing
the orientation difference between two 3-D sets, T)un
is a 3-vector representing the translation between two
3-D sets.

The complete registration is then obtained by iter-
atively connecting each group to the registered set of
cameras in this fashion; every new segment being reg-
istered to the already registered segments. A complete
estimate of the camera positions is thus obtained. Ini-
tially, this estimate will be approximate, but sufficient

to form new groups, taking into account the poten-
tial loopbacks and intersections in the sequence as de-
tected by the grouping procedure. The positional esti-
mates are then refined through a few iterations of the
grouping, bundle adjustment and registration proce-
dures.

4 Experiments

Figure 2: The first a few images from the spiral path.

We have tested the proposed algorithm on two spe-
cific camera paths: a spiral path and a snake-like path.
These two paths contain a number of loopbacks and
intersections which are exploited by our reconstruc-
tion process. Over two hundred images were taken to
generate the spiral path made of about two complete
turns. The first a few images of the spiral path are
displayed in Figure 2.

Errar Distribution for Spiral Path
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Number of Images in Each Segment

Figure 3: Reprojection error of different length of seg-
ments.

A trade off exists between the size of the groups
and the precision of the result. Larger groups are pre-
ferred because fewer registrations are needed for the
same long image sequence but large groups contain
more unknowns which makes the bundle adjustment
process less reliable. We tested the selected bundle
adjuster [5] on different length of segments to find an
appropriate segment length. Figure 3 shows that seg-
ments with less than 30 images are stable and that 20



Figure 4: The reconstruction of the first segment.

images in a segment seems to be a good choice. Differ-
ent bundle adjustment libraries would most probably
give different results but similar trends would be ob-
served and be used to guide the choice of an optimal
segment length. The reconstruction of one segment
is shown in Figure 4; error accumulation will become
apparent when the different reconstructed segments
are incrementally registered one with respect to the
other.

In order to register the reconstructed segments,
these ones need to overlap. Although three images
are enough to compute the rotation and translation,
involving more images stabilizes the registration pro-
cess. The number of overlapping images has then been
set to be half of the total images in a group to ensure
both stability and efficiency. The complete initial 3-D
reconstruction is shown in Figure 5. The box-like ob-
jects in the graphs are the cameras and the small dots
are 3-D feature points. A complete circle contains
95 images. Starting from camera 1, the first loop-
back is camera 96, and the second loopback is camera
191. We enlarged these three particular cameras in
Figure 5 for better viewing. The corresponding three
images are in Figure 6.

Figure 5: Initial reconstruction. Camera 1, camera 96
and camera 191 have been enlarged; these ones should
be aligned according to views shown in Figure 6.

The three major problems arising from the initial
3-D reconstruction are:

1. Drifting errors. Camera 96 (The enlarged one
on the middle circle) is supposed to be aligned

Figure 6: Loop back images: from left to right are
image 1, image 96 and image 191.
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Figure 7: The lower figure is the reconstructed group,
the upper figure is the corresponding group camera
positions in the initial estimation.

to camera 1 (The enlarged one on the inner cir-
cle). Camera 191 (The enlarged one on the outer
circle) drifted even farther.

2. Off path errors. The distance between the inner
and outer circles is not constant while it was
constant when the images were taken.

3. Off plane errors. The reconstructed camera path
is not in the same plane while the actual motion
path was planar.

However, this initial estimate is sufficient to have
neighboring cameras included in the same group at
the next iteration. More iterations are performed until
the reprojection error falls below the error tolerance.
Figure 8 shows the final 3D reconstruction of the spiral
camera path, from which we can see that the drifting
errors, the off path errors and the off plane errors have
all been greatly reduced.

Our algorithm has also been applied to a snake-
like path. After applying the bundle adjustment and
registration on the segments, we obtain the initial re-
construction of the snake-like path that is shown in
Figure 9. Again, the initial reconstruction is used to
form groups. Bundle adjustment and registration are
applied on these groups and a refined reconstruction
can be found. We display the reconstructed camera
positions along with the 3-D feature points in Fig-
ure 10.

Finally, we compare the reconstruction errors of



Figure 8: Top view and side view of the final recon-
structed camera paths.

Figure 9: Side view and top view of the snake like
path.
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Figure 10: The reconstruction of the snake like path.
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Figure 11: Evolution of the reprojection error over
few iterations of the reconstruction process. The thin
line represents the spiral path error trend, the thick
line represents the snake path error trend.

the spiral path and the snake-like path. Typically
there was 30 to 50 correspondences in an image. We
randomly select 30 correspondences from each im-
age to compute the reprojection errors. The ob-
tained camera matrices and 3-D points are reprojected
through:

x;; = KQj - X; (5)

where K’ is the camera internal calibration matrix,
Q) is the j' obtained camera matrix, Xj is the i*"
obtained 3-D point, and xgj is the projected 2-D fea-
ture point. We then compute the square distances
between the measured correspondences and the re-
projected correspondences. Results are displayed in
Figure 11. The thin line shows how the overall re-
projection error of the spiral path is reduced, and the
thick line shows how the overall reprojection error of
the snake path is reduced. The large initial errors are
all greatly reduced after the first iteration when most
loopbacks and intersections have been identified. The
following few iterations slightly improve the results.

5 Conclusion

We have presented an iterative algorithm to compute
long camera paths by breaking them into small seg-
ment of fixed length. By doing this, we limit the
complexity of the bundle adjustment phase which
ensure both scalability of the reconstruction process
and makes bundle adjustment more likely to converge
to the global minimum. Assuming intersections and
loopbacks are present in the path, we showed that
these ones can be automatically identified and advan-
tageously exploited in order to increase the accuracy
of the 3D reconstruction. This approach is partic-
ularly adapted to long image sequences taken with
hand held cameras or from vehicle-mounted cameras
to capture large urban environment.
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